
Cours 5: EDO linaires

On consider an systime linaire de la forme
X, =an(t) X, +aic(t) Xz + ...+an(t) Xn+f,lt),
Xi =a(HX, +Acz(t) X2+...+Ault) Xn+falt),

:

Xn=Anilt) X, +AncIt) X2 +...+Anult) Xn+falt),
i.e.

(NH) x=A(tx +f(t),
or

=(i), A =(a), (E).



Si fH =0, le systime est dit non-homogene
Si Fit =0, on a le systime homogine

(H) X=A(t) X.

Notation:(i) Pour A cR**Y on definit la
norme matricielle (A) =E=,laij1.
Pour x- IR", on molera encore (x) =

E(vil.
i =1

On a alors les propriates suivantes:
(a) Al20 FA-IR**, 1A1 =0 EC A =0.

(b) IkA):IkICA) F ke IR, At IR**
(c) A+Bl =(Al+IB), ABI = AIIBFA, BERR""*
(d) lAx) = lAIA) F At RR*Y & IR"



(ii) Soit keIN. Pour une fonction avalua

matriciable t x Alt), on dira que At("(a,b), 1***)
si aij-("(a,b), RR) pour i,j =1...., n. On notera les
divivies de Alt) par AMH) =(ai;"(H);j=,12=1, ..., K.
La Maorie des systimes linaires commence par le rsultat
suivant, d'existence et unicate, pour les solutions de (NA).

Theorime 5.1:Soit - a <a<b> el
supposons

que At Co (Ca,b), 1R**), ff(°((a,b), 1R").
So it to -(a,b) et XoeIR". Alors le problime de

Cauchy
(PCL) x=Ax +f,xtr) =10



posside are unique solution, qui exist sur bout (a,b).

Prenue: Posons D =(a,b) x1R" ct f(t,1) =A(t) x + fIH.
Par hypothie, f- (°D, IRY it sahi's fait e

Dx f(t,z) =Alt). Alsi, Daf COCD, RR***) ch f
est loc. lip. enx sur D. Park Mm 2.1, (PCL)
posside me unique soluble locale, an voisinage de to.
La globalite de la solution sera demon he en exercise.

#

Theorie generale des systimes linaires homogenes
On conside dans se qui suit lequation rectorelle (H)
are At C"(lab), 1R*), - 0 =acb = d.



Proposition 5. 1:
(a) (solution biriale) xt =0, f- (a,b) est solubon

de (A), pour
lock condition initiate (CI) de la forme

x(0) =0, to flamb). Nows appelous alter solution (a
solution triviale (on solution nulle).

(b) (principe de superposition) Soit 1, (t), tn(t) danx
solutions de (H) Sur Ca,b). Alors, pour hout BER,
2X, 1H +BX est solution de (H) sur(a,b).

Remarque 5.1: (i) Nokez que (a) dicoul de (b).
(ii) he point (b) indique que les solutions de (H)

forment an espace rectoriel.



Definition 5.1:Soit X, (A), X(t), ..., Xmlt):(a,b) -> IR".
On dit que

les fonctions X., Xy .... Im sont lineairement

dependants sur (a, b) s'il exist c,,C., ..., Cm EIR
des constantes now louks nulles helles que
2,X,lt) + (Xe(t)+... + 2mXmIt) =0 Sur(a,b).

Sinon, on dit que X, X., ..., Xm sont
lineairement

independantes sur (a,b).

Definition 5.2: Soit X, (E), X(t), ..., Xn(t):(a,b) -IR".
On definit le wronskien (on determinant de Wrouski)
de X, . . ., n par

WIt =WCX, ..., n): =det (X,(t) ... Xn(t)).



Lemme 5.1:Soit X, (A), X(t), ..., An(t):(a,b) -> IR".
Siles fonctions X., ..., Xu sont lin. dip. Sur (a,b),
alors lear wronskien sali fail WH =0 sur(a,b).

Preaue: Par hypothese, il existe des constantes c,,..., CntR
now louds malles helles que (x,() ... Xnk))(ii) =0

15.1) 2,X,1t +(eXc(t)+... +2mXmIt) =0 Sur(a,b).

Pour bout t-laib) fixe, (5.1) un comme unsyslime
linaire homogene d'eqnatous pour as inconnuesc., ..., (n
posside and solution non-triviale. Leciimplique que le
determinant associe an systeme soit nul, don he resultat.

#



Remarque 5.2: La reciproque du lemme 5.1 est

fasse: WIL =0 Sur (a,b) he garanlit pas que
X, . . . .

An scient line dip. sur(a,b). Un coutre-exemple
arec n =2 est donnepar X, 1H =(0), xc(H) =(6).
Wit =0 garanlitalment It IC, (1), . . . , (u(t)
now Louksmalles 2.9. c.11X,(E) +... + CultXn1H =

0.

En rerauche, si les foachbus X., ..., An sont soludbus
de (A), on a le insultat suivant.

Lemma 5.2: Soit X, .... In des solutions de (A) sur
an internalle (a, b). Alors X, ..., u

sont lin. Indip.
siet scalement si WIt) =0, pourhout tela, b).



Prence:WI =0 Vt =X,
. . . ,
. lin indup. est

doncepar l lemme 5.1. On produce la reciproque par
contraposition. So it to elacb) helque W(o) =0.
Considerous alors le systime linaire

(,X,(tr) +(eXz(tr) + ...+(nXn(to) =0

pour us inconnuesc, c, ..., CntIR. Puisque con
determinant est nul, is posside are solution non-bivial

,
, , . . ., n. So it XH)=,X,1H+...+InXalt, telab).
Par le principe de superposition, XIt) est solution de (H).
Be plus, Xlto) =0. Paranicite, on conclut que
xt =0 sur(a, b). Aiksi

x,(t) +Xe(t)+...+EnXalt=0 suf (a,b),



donc x, ..., Xu
sont lin. dip. Sur (a,b). #

Les hemmes 5.1 et 5.2 impliquent le corollaire suivant.
Corollaire 5.1:Soit X., .... In solutions de (H) sur
Ca,b). Alors hear wrouskien WII satisfait:
soit WIt) =0 sur(a,b);soit WH = 0 sur(a, b).

De plus:
WH =0 sur (a,b) E) X., ..., Xu lin. dip. sur(a,b);
WI =0 Sur (a,b) ES X, . . . , . lin.indip.sur(a,b).

Remarque 5.3:Le corollaire 5.1 mouse que
le wronskien WIt) de a solutions de (H) salisfait



WI =0 sur(a,b) E) I tot(a,b) t.g. WH) =0
WIH t0 sur(a,b) E) Itotla,b) t.g. WH) =O

Ainsi la dependance on lindipendance linaire de
n solutions de (H) pent ihre determine en evaluat

le wronskien en un point de (a,b).
Theoreme 5.2: Soit-a <acbcc et At(((a,b), RR).
Alors ('esemble des solutions de (H) forme un

espace vectorial de dimension n.

Prenue:La preuve s fail en dex tapes.
Elape 1: (H) posside law moins) a solutions (in indip.



In effect, soit X, (t), ..., Xu(t) hes solutions donnies

par k teorime 5.1 pour lepb. de Cauchy (H)
area respectivement as CI

x(0) = (!), xe(t) =(?"), ..., Xulto)=(o)
onto ->Ca,b) est quelcongue. Alors he wronskiew

WH des solutions X., ..., u satisfait
Fttlab), WH =W(tr)=detIn=1 = 0.

Donc hes soluhous X., ..., in sont line indep
par le corollaire 5.1.

Etape 2: (H) posside an plus a sols. (n. indip.



En effet, soit X., ..., a des sols. (in indip. de (H)
et soit = A(H me solution de (H). Nous allows

monher qu'il existe C., ..., (n- IR (uniques) 6.9.
x(t) =(,x,(t) +(Xz(t) +-.. +(nX(t) sur(a,b).

Pour to -(aib) fixe, S4, lol, Xilto), ..., Xultol est

are base de IR". Aiusi, he recent x (to)-> IR"
scrit

X(tr) =(,X,(to) + . .. +(nXn(to)

pour un unique choixde constanks c., ..., GEIR.

Daube part, in mute du principe de superposition,
y(t) =

=c,X,(t) +...+2Xn(t)

est solution de (H) sur lab), et salisfail



la CIy(t0): A(to). Alors, par unicite de la

solution du probleme de Cauchy (thm 5.1), XH=yI
Definition 5.3:(a) the function matricielle
X(t) =(X, ... Xn) (t) est appelie solution matricielle
de (H) si ses recheurs colonne X, (t) , . .

., Xn(t)

sont des solutions de (H).

(b) Une solution matriciable X(t) est are matrice

fondamentale de (A) sises colonnes sont lin.indip.
C) Une matrice fondamentale XIt) de (H) est

appelie matrice principale Me (H) a t =tof(a,b)

Si XIto) =In.



Les resultats suivants seront dimon has an exercises.

Proposition 5.2: Soit AtC"(Ca,b), 1R**).
(a) X(t) est une solution matricielle de (H) ssi

X (t) =A(t)Xt, Fte(a,b).
(b) X(H) est are malice fundamental de (H)
Si XA) =Alt) XIA) et detX(H) =0, FtE(a,b).

(C) Soit XIE) are matrice fondamentale de (H).
Alors XCH est solution de (H) ssi

IceIR" b.g. XIE) =X(t)c, Fte(a,b).

Explicitement, cest determinepar c =X(.(xto).

(d) II exist are unique matrice principal de (H) at=to.



Nous terminous avec le chorime suivant, qui
complete la discussion ci-dessus sur k wronskien,
et sera igalement dimontrean exercise.

Theorize 5.3 (Lionville (
Soil At CoCCa,b), 1R**).
Soit XIA me solution matricielle de (A) et

soit WIt= det X(t). Alors

W'It) =trAIt) WIt), Ft-(a,b).
Par consequent,

WIth =WIl ef WAsids, Ft.,te(a,b).


